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SUMMARY 

Kawasaki disease (KD) is a disease that cause inflammation in blood vessels, impacting kids 

and causes heart and blood vessel damage. Patients with KD who have medium or big aneurysms, 

developing coronary dilatation for a minimum of 2 months, are related to the worst late coronary results, 

which are not widely researched. The primary goal of the suggested technique is to introduce an intelligent 

framework that can perform clinical data mining more accurately. In this, clinical data mining is done by 

using the novel hybridized classification approach. Initially, to replace the missing data, the Random 

Forest (RF) algorithm is proposed. Then, using the optimization algorithm, the feature selection is done, 

namely the artificial bee colony approach, which would select the best feature from the training data set. 

F-score values are considered as the fitness values for optimal feature selection. Finally, the classification 

process is done using the proposed hybridization approach; clustering is done before classification and in 

every iteration of classification. The clustering is done using the FCM clustering, and Deep neural 

network is employed for classification. The simulation results identified that the proposed hybridization 

approach has better classification accuracy, leading to an efficient assessment of KD. 

Key words: kawasaki disease (kd), data imputation, random forest, feature selection, artificial bee 

colony algorithm, hybridization-based classification, deep neural network, fuzzy c-means clustering. 

INTRODUCTION 

The nonspecific systemic vascular inflammation known as Kawasaki disease (KD) occurs during 

infancy and early childhood. KD has been the primary reason for acquired cardiac illness in children, 

with an increasing frequency over time [1].  According to the American Heart Association, except for 

therapy, more than a quarter of patients with KD will have coronary artery aneurysms. Adults under the 

age of 40, they account for 5% of all acute coronary syndromes.  Those who are unresponsive to 

(Intravenous immunoglobulin) IVIG have a high risk of coronary vein lesions, which was around 15% 

to 20%. According to previous research, initial treatment customized to each patient's risk of developing 

KD can enhance their prognosis. Therefore, early IVIG-resistance prediction can play an essential role 

in helping healthcare professionals' decision-making, implying the need for adequate risk assessment 
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methods to be developed. Machine learning (ML) is used in the autoimmune disease field for (i) Classification 

of patients with systemic sclerosis, (ii) systemic lupus erythematosus with the risk of patients (SLE). In addition, 

ML has been used to predict medication repurposing in immune-mediated cutaneous diseases to further our 

understanding of the pathogenesis of rheumatic disorders. A shortage of important scientific findings 

has been documented about the pathogenic processes of SAIDs [4]. It was specially employed in two 

studies employing SNPs to recognize IVIG resistance in patients with KD and distinguish those at a 

greater impact of forming coronary artery abnormalities (CAAs) using ML [2].  

Electronic health records (EHRs) help to understand the personalized health problems, treatment 

responses, and clinical outcomes. For clinical occurrences, EHRs data develop diagnostic and predictive 

models [5]. For example, data from EHRs, such as longitudinal laboratory tests and clinical notes, were 

combined to create effective models for predicting how quickly chronic kidney disease will progress 

[21]. EHRs can be used to recognize whether a patient is at risk of stroke within a year based on their 

medical history and examination results. Disadvantages of randomized clinical trials, which consist of 

confounding factors, unaccounted-for comorbidities, and small sample sizes, can be solved via EHR-

based clinical advances. When used as a foundation for intelligent systems, EHRs can help researchers 

discover new clinical evidence, make it easier to apply what they've learned in the clinic, and enhance 

the delivery of individualized healthcare [3].  

Missing data, on the other hand, is a real-world issue that frequently arises in scientific settings. Several 

statistical analyses necessitate the inclusion of all available data, making missing data a serious issue. A 

statistical analysis that demands all data must make this choice for researchers who want to utilize it [7]. 

Inferential power is reduced, and critical information may be lost if missing data is thrown away. When 

dealing with high-dimensional and large-scale datasets like genomic, proteomic and neuroimaging, 

many of the statistical techniques that have been established so far are ineffective [8]. Most experts agree 

that multiple imputations should include all of your variables, despite the differences in your estimates 

of correlations. 

It is critical for pattern recognition and ML to have a good feature selection and extraction mechanism 

in place. The calculation cost is minimized while the categorization accuracy is enhanced with the 

feature selection method [19]. Machine learning and data mining challenges are complicated by 

describing data from all features uniformly [9].  For classification and regression problems, the feature 

selection procedure should be employed to boost classification performance and lower the 

computational cost of the classifier. To optimize a criteria function's value overall M subsets of size, a 

segment of M features is selected within a collection of N attributes, where M<N, using a technique 

known as feature selection [10]. Essentially, a categorization operation is a tool used to categorize 

patterns or to assess the effectiveness of every subset in estimating the class output or a pattern. 

Human cognition is the goal of artificial intelligence (AI). Health care is being transformed due to an 

explosion in healthcare data and quick advancements in analytics approaches [17]. There are many 

similarities between convolutional neural networks and standard ANNs in that they have neurons that 

self-optimize through learning. Still, every neuron obtains an input (multiplication followed by a 

nonlinear function) and operates (a scalar product). The whole network is formed as a single perceptive 

scoring function (the weight) from raw input image vectors to the final output image with corresponding 

score [11]. Automated KD diagnosis has recently been made possible by the development of many CNN 

models. However, the classic CNN algorithms may produce erroneous predictions when dealing with 

noisy databases. When the data is handled directly, classification becomes more complex.  

Section II briefly describes the recent techniques for the prediction of KD; Section III describes the 

proposed methodology. Section IV represents accuracy analysis of proposed method. Lastly, section V 

depicts conclusion and future work. 

REVIEWS OF LITERATURE 

Many conventional methods using classic data mining and soft computing techniques are published here. 

In addition, this section examines the role and usefulness of various supervised learning and nature-
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inspired diagnostic approaches for KD. The publication trends of relevant papers have also been studied 

from several angles. These techniques will be used in the future for diagnosing psychological illnesses. 

Tremoulet et al. [12] designed a panel of biomarkers to differentiate acute KD-affected patients 

compared to febrile controls (FC) with better efficiency. There were three separate groups of KD and 

FC patients who were identified within the initial ten days of fever. Plasma samples were taken from 

each of these three groups. Luminex bead technology was used to measure the levels of 88 biomarkers 

linked to infection. Patients with KD were correctly diagnosed by biomarkers (platelet count, fibrinogen 

concentrations, glutamyl transferase, serum globulin, alanine transaminase, glutamyl transferase, sed 

rate, and absolute neutrophil count) in hospital laboratories. The eight-biomarker panel could be used to 

recognize KD correctly. 

Sosa et al. [13] presented a detection approach for assumed individuals of partial KD. However, the 

diagnosis of certain children, particularly new born under 6 months and teenagers, is extremely difficult. 

For both complete and incomplete KD the treatment is the same. The mainstays of treatment are 

intravenous immunoglobulin and acetylsalicylic acid. 

Burns et al. [14] developed a case-control approach over 17 years (2002-2019) to analyse 47 clusters 

obtained from 1332 patients with KD from a clinical lab. Synthetic KD clusters-based comparison is 

carried out for the cluster characteristics. Our study identified a "true" Kawasaki disease group consisting 

of five patients within a 7-day motion window. Univariate & multivariate empirical orthogonal function 

analyses evaluated KD clusters regarding clinical and demographic characteristics and average values 

for common laboratory data. Many actual KD cluster median values surpassed 95% compared to the 

two synthetic clusters in the univariate study. 

Pezoulas et al. [15] developed an approach to identify important genes employed as diagnostic 

biomarkers for KD in affected patients along with the same gene expression profiles across the 

Convalescent phases, Acute, and Subacute using Self-Organizing Maps (SOMs). Then, utilizing a false 

discovery rate (FDR)-based attribute collection approach, genes with significant deviations between the 

per-phase clusters were identified and further analyzed. In this study, we discovered five genes that 

could be used to diagnose KD, including HLA-DQB1, ZBTB48, TNFRSF13C, and CASD1. This is the 

first time that these five genes have ever been published in the scientific literature. Here, the influence 

of the newly found genes was proven by training boosting ensembles for KD categorization on datasets 

using AdaBoost and XGBoost. The classifiers achieved an average of 4.40%, 5.52%, and 3.57% in 

accuracy, sensitivity, and specificity, followed by an improvement of accuracy by 2.30 %, sensitivity by 

2.20% and specificity by 4.70%. 

Kuniyoshi et al. [16] designed an ideal ML technique for identifying IVIG resistance in children with 

KD. Children with KD were analyzed by the medical records of 98 children (2–109 months old) admitted 

to the hospital. We discovered that 20% of the youngsters were initially resistant to IVIG therapy. We 

used linear SVM, logistic regression, and extreme gradient boosting to train three ML approaches against 

IVIG resistance. Furthermore, we used a layered 5-fold cross-validation to determine the predictive 

power (CV). We also used the recursive feature reduction technique to choose variables and run the 

nested 5-fold CV, similarly using certain variables. Regardless of how well the ML models predicted 

the future, we compared them to the present system. The specializations were greater than or equal to 

0.90, but the sensitivities were lower than in previous scoring systems. 

Manlhiot et al. [27] developed an etiologic structure including 1) proportion of the susceptible 

population, 2) modulation of risk, identified by chronic vulnerability to ecological risks, modifications 

of biological units, atmospheric, & contiguity with transferrable illnesses; and 3) weak to presumed 

spark [23]. Eventually, modeling of personal risk and global distribution is enhanced by considering 

non-traditional attributes. 

Ling et al. [18] designed a diagnostic approach to assist physicians in differentiating KD patients from 

febrile controls to start the treatment. To further differentiate patients with Kawasaki sickness from 

healthy controls, researchers used a combination of clinical multivariate analysis, whole blood cell type-
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specific gene expression studies, and urine peptidome profiling. An independent cohort of 30 KD and 

30 control urine peptidomes showed an area under the receiver operating characteristic curve (ROC) of 

0.919 for 139 putative indicators. Thirteen of these markers were verified in a further 30 samples of each 

disease and control group. A multivariate analysis of seven clinical characteristics with a ROC AUC of 

0.803 and the inclusion of urine/blood-based biomarker panels efficiently classified 441 KD patients and 

342 febrile control individuals. 

Liu et al. [28] developed an effective approach for recognizing KD. A tertiary medical hospital in Taiwan 

enrolled 169 KD patients from 2009–2013. All patients' records were reviewed. After the acute KD 

period, echocardiography was conducted for various time frames. Using logistic regression, the danger 

variables for coronary aneurysms and increasing coronary dilatation were evaluated [32]. Out of 169 

KD patients, 31 (18.3%) had maximum coronary Z-scores of +2.5 during the acute phase, 16 (9.5%) 

developed coronary aneurysms one month later, and 5 (3.1%) exhibited progressive coronary dilatation. 

Coronary aneurysm development one month after KD commencement was not significantly related to 

intravenous immunoglobulin non-responsiveness (P = 0.058) [6]. 

Chu et al. [20] developed an approach using Logistic regression analysis and BP neural network, 

respectively. The two approaches' diagnostic results were compared. Results: The study included 905 

KD patients and 438 other feverish illnesses: 1 042 patients (700 KD, 342 other febrile illnesses) as the 

training group and 301 patients (205 KD, 96 other feverish illnesses) as the testing cohort. Univariate 

analysis revealed 37 factors that distinguished KD from other feverish illnesses. The ideal regression 

equation had 16 variables, according to logistic regression. This BP neural network has 37 inputs, 24 

hidden, and 1 output node. The ROC analysis using Logistic regression revealed in the training cohort 

with an AUC of 0.91 and 0.89 in the testing cohort. The AUC of the BP neural network was 0.94 and 

0.92, and the accuracy was 96.4% and 86%. The BP neural network model had more specificity than the 

Logistic regression approach. Therefore, the BP neural network model created offers significant 

supplementary diagnostic utility for KD diagnosis [25]. 

Antoon, J. W et al. [29] designed an approach to distinguish KD from other feverish diseases. They 

hypothesized that such an approach might be used in information technology to help physicians detect 

KD. Children with KD for the training phase = 276; children had KD-free fever (n=243); and for testing 

phase =136); and FC for the testing phase (n=121). 

Wang et al. [22] developed a technique to utilize the multi-source data based on CNN and fusion models. 

Comparing suggested method's accuracy (AUC of 0.97) to many benchmark approaches. This strategy 

is used to enhance clinical data mining. In the course of our research, we were able to show the usefulness 

of matrices-based feature representation as well as CNN-based attribute extraction for partial data 

mining. 

The most present research is insightful but has small sample sizes and uneven risk variables. The lack 

of sensitive risk indicators and effective techniques restricts these studies' ability to predict IVIG-

resistant patients properly. Traditional algorithms cannot handle noisy databases properly, resulting in 

erroneous predictions. In addition, direct data handling makes classification more challenging. The 

suggested research framework's major goal is to develop an intelligent framework for clinical data 

mining. 

PROPOSED METHODOLOGY 

The research model's primary goal is to develop an intelligent framework capable of more precisely 

performing clinical data mining.  

Firstly, the random forest approach for missing data imputation was suggested. RF appears to have all 

the qualities needed to solve missing information issues. 

To pick features, to find the most optimal ones in training data sets, a method known as the Artificial 

bee colony technique is used. To determine the best features, the f-score value is used. Sort N features 
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with their F-Scores in descending order, and then compute each feature's F-Score. One or more features 

can be used to create the feature subset.  

Using the suggested hybridization method, categorization is completed with clustering as a pre-requisite 

and subsequent iterations. FCM clustering and DNN classification are used in this instance for clustering 

and categorization, respectively. Figure 1. illustrates the process of the proposed methodology. 

 

Figure 1. The process of the proposed methodology 

Data Imputation 

RFs [30] are one promising method. RF has the desirable properties of (1) managing mixed sorts of 

missing data; (2) dealing with interconnections and irregularity; (3) expanding to large proportions for 

reducing overfitting; and (4) yielding important variables metrics useful for variable selection. For RF 

missing data imputation, three general techniques have been used: 

1. Preassign the data; expand the forest; based on the data's proximity adjust the initial missing values. 

Then, improve your results by iterating. 

2. Concurrently estimate data as the forest grows; repeat for better outcomes. 

3. Preassign the information; create a forest using every missing value; forecast the missing values. 

Finally, improve your results by iterating. 

RF missing data techniques are now available in a variety of forms. The original RF proximity approach 

is briefly detailed in the section below. 

Proximity imputation: 𝑅𝐹𝑝𝑟𝑥 and 𝑅𝐹𝑝𝑟𝑥𝑅 

In this paper, proximity imputation is presented for filling in missing data in a KD dataset. The data is 

initially crudely imputed using strawman imputation in this approach. The median of non-missing values 

is used to estimate hidden values for continuous variables, and the most commonly occurring non-hidden 

value is employed for missing categorical variables.  This estimated data is used to suit an RF. The (i, j) 

row captures the in-bag frequency that i and j occupy the similar terminal node. Using the proximity 

matrix, the actual missing values are assigned. The highest average proximity across non-hidden 

information is utilized or categorical variables. The modified information is utilized to create a novel 

RF, which is then executed. 

Pure random splitting is an extreme example of random splitting. By picking a variable, the tree node is 

split and a split-point at random; splitting criteria are not applied. Using pure random splitting, We also 

apply 𝑅𝐹𝑝𝑟𝑥, and is represented as 𝑅𝐹𝑝𝑟𝑥𝑅. And implement iterated versions of 𝑅𝐹𝑝𝑟𝑥 and 𝑅𝐹𝑝𝑟𝑥𝑅.  
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Feature Selection Using Artificial Bee Colony (ABC) Algorithm 

Attribute sets that are substantially connected with the class, but are not correlated with other attributes 

in the set, are sought. Here, ABC method was utilized to eliminate class imbalance. Honey bees' foraging 

behaviour can be modelled using a new optimization technique that was just proposed. A honey bee 

swarm is a group of bees that work together to complete a task [24]. Employed bees, onlookers, and 

scout bees make up the three bee kinds in the ABC algorithm. Bees employed by a hive use their memory 

to locate nearby food sources, and they pass along this information to other bees in the hive as they do 

so. These observers tend to pick out the best food sources among those located by the employed bees. 

Onlooker bees are more likely to select a better quality (fitness) food source than lower quality. Bees 

that have been employed to look for new food sources are used to create scout bees. Data from the logical 

graph behaviour profile (diversity coefficient and state transition probability) is given to the feature 

selection method to improve credit card fraud detection. 

The ABC generates an initial population of SN solutions (food sources) that are randomly dispersed, 

where SN is a substitute for the size of the swarm. With the assumption that 𝑋𝑖 =  𝑥𝑖, 1, 𝑥𝑖, 2, . . . , 𝑥𝑖, 𝐷, 

the 𝑖th solution is denoted, where 𝐷 is the dimension size. Each working bee X produces a new potential 

solution around its current location in the following way: 

𝑣𝑖,𝑗 = 𝑥𝑖,𝑗 + Φ𝑖,𝑗. (𝑥𝑖,𝑗 − 𝑥𝑘,𝑗)               (1) 

The variable 𝑎𝑘 represents a candidate solution that was picked at random (𝑖 = 𝑘̸), 𝑏 stands for a random 

dimension index that was chosen from the set {1, 2, 𝐷}, and 𝜙𝑏 is a random value between -1 and 1. 

Keep Xi unchanged if its fitness value is larger than that of Vi; otherwise, update Vi with Xi. By 

waggling their waggle dances, the employed bees alert the spectator bees of the food sources they've 

found. Observers select a feeding source based on its nectar abundance. A roulette wheel selection 

process is used to make the below probabilistic selection: 

𝑃𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑗
𝑆𝑁
𝑗=1

                                      (2) 

In which fit𝑖 denotes the fitness value of the 𝑖th solution. For this, better the result i , the more likely the 

food source is to be chosen. Food sources are abandoned when they can't be enhanced over 

predetermined (called limit) cycles. The scout bee develops a fresh food source to replace 𝑋𝑖 if the 

abandoned source is 𝑋𝑖: 

𝑥𝑖,𝑗 = 𝑙𝑏𝑗 + 𝑟𝑎𝑛𝑑(0,1). (𝑢𝑏𝑗 − 𝑙𝑏𝑗)           (3) 

The variable rand (0, 1) is a distribute random number between 0 and 1, also the variables 𝑙𝑏 and 𝑢𝑏 

represent the bottom and upper limits of the 𝑏th dimension, respectively. 

Feature Score (F-Score) 

It is measured by estimating the distinction of two groups of absolute numbers. Let training vectors 𝑥𝑘, 

k=1, 2, m, hen F-score is expressed as, 

𝐹(𝑖) =
(𝑥̅𝑖

(+)
−𝑥̅𝑖)2+(𝑥̅𝑖

(−)
−𝑥̅𝑖)2

1

𝑛+−1
∑ (𝑥

𝑘,𝑖
(+)

−𝑥̅
𝑖
(+)

)2𝑛+
𝑘=1 +

1

𝑛−−1
∑ (𝑥

𝑘,𝑖
(+)

−𝑥̅
𝑖
(−)

)2𝑛−
𝑘=1

         (4) 

In which 𝑥̅𝑖, 𝑥̅𝑖
(+)

, 𝑥̅𝑖
(−)

 represent the mean of ith attribute of the whole, negative, and positive datasets. 

The ith attribute of the kth positive samples is 𝑥𝑘,𝑖
(+)

 and the ith attribute of the kth negative samples is 

𝑥𝑘,𝑖
(−)

. 
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Algorithm 1. Feature selection using Artificial Bee Colony (ABC) Algorithm  

Input: Raw data 

Output: Optimal features-based data 

Assign the set of cards holders’ data 𝑥𝑖, 𝑖 = 1,2, … . . 𝑆𝑁. 

Assess each 𝑥𝑖 , 𝑖 = 1,2, … . . 𝑆𝑁. 

If the maximum number of iterations has not been achieved or if a "good enough" solution has not been 

identified, then 

For i=1 to SN do                         

Create 𝑢𝑖 𝑤𝑖𝑡ℎ 𝑥𝑖 

Assess 𝑢𝑖 

iffit(𝑢𝑖) ≥ 𝑓𝑖𝑡(𝑥𝑖)then 

𝑥𝑖 = 𝑢𝑖 

for i=1 to SN do                       

Choose an employed bee 

Attempt to enhance food source quality 

Create a novel random food source  

Store the optimal food source attained till now; 

Upgrade the fitness value using F-score and Sort N numbers of feature’s using Eq.(4) 

Upgrade the novel solution 

End 

Hybridization Based Classification Approach 

To conclude, the suggested hybridization strategy is used to classify data utilizing clustering before and 

after each classification iteration. FCM clustering and Deep neural network classification are used in 

this instance for clustering and classification, respectively. 

Fuzzy C Means Clustering: 

Images can be separated using the fuzzy c-mean technique, which divides the image into various cluster 

regions with comparable pixel values [31]. Here, a data item can be assigned a degree of membership in 

a cluster based on its degree of membership. By reducing the weighted within-group sum of squared 

error goal function, an iterative clustering approach creates an ideal c separation.  

We will assume that c is greater than 1 and that the dataset is 𝑋 = {𝑥_1, … … , 𝑥_𝑛}. For every i from 1 

to c, the indicator function 𝜇_1, … … 𝜇_𝑐 is defined as follows: 𝜇_𝑖 (𝑥) = 1 𝑖𝑓 𝑥 is in 𝑋𝑖 and 𝜇_𝑖 (𝑥) = 0 

if x is not in 𝑋𝑖. In other words, mutually disjoint sets indicate a partition of X into c clusters 

𝑋_1, . . . . , 𝑋_𝑐 such that 𝑋_1 ∪ … . .∪  𝑋_𝑐 = 𝑋. For any x in 𝑋, the sum of all values of 𝜇_𝑖(𝑥) from 0 to 

1 is equal to 1 thanks to a fuzzy extension that allows 𝜇_𝑖(𝑥) to take values on the range [0,1]. Here, 

{𝜇_1, … … 𝜇_𝑐} represents a fuzzy c-partition of X. Therefore, JFCM may be written as 

𝐽𝐹𝐶𝑀(𝜇, 𝑣) = ∑ ∑ 𝜇𝑖𝑗
𝑚𝑑2(𝑥𝑗, 𝑣𝑖)𝑛

𝑗=1
𝑐
𝑖=1                              (5) 

 where 𝜇 = {𝜇1, … … 𝜇𝑐}  is a fuzzy c-partition with 𝜇𝑖𝑗 = 𝜇𝑖(𝑥𝑗), the weighted exponent m is a 

fixed number larger than 1, 𝑣 = {𝑣1, … … 𝑣𝑐} is the c cluster centers, and 𝑑2(𝑥𝑗, 𝑣𝑖) =

‖𝑥𝑗 − 𝑣𝑖‖
2
represents the Euclidean distance. The JFCM is upgraded with the below equations: 
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𝑣𝑖 =
∑ 𝜇𝑖𝑗

𝑚𝑥𝑗
𝑛
𝑗=1

∑ 𝜇𝑖𝑗
𝑚𝑛

𝑗=1

 (𝑖 = 1, … … 𝑐)                                          (6) 

and 

𝜇𝑖𝑗 =
1

∑ (
𝑑(𝑥𝑗,𝑣𝑖)

𝑑(𝑥𝑗,𝑣𝑖)
𝑐
𝑘=1 )2(𝑚−1)

                                                     (7) 

 At each iteration, 𝜇 and v are upgraded using (6) and (7).  Here 𝐽𝐹𝐶𝑀(𝜇, 𝑣) is optimized until 

|𝜇(𝑙 + 1) − 𝜇𝑙| ≤ 𝜀 is the number of iterations.  

For example, in (5), it is evident that FCM's objective function considers mainly each image pixel as an 

isolated point. In addition, d2 (x j,v i) evaluates the resemblance between the pixel intensity and the 

cluster center, determines the membership function in (7). Therefore, cluster membership has a greater 

value if the intensity values are closer to the cluster center. 

CNN: 

 It uses convolution, ReLU, fully-connected layers, and pooling layers. Each connection in a network is 

a parameter in a typical ANN, where each layer is connected to every other layer. In addition, a local 

connection between neurons is used. The outcomes of receptive fields and neurons utilizing similar 

kernels are recorded in the activation map.  Weight sharing is the term used to describe CNNs' ability to 

share their weight. Therefore, the activation maps generated by different kernels will differ, and the sum 

of kernels is changed using hyper-parameters. Because the weights are only related to the kernel's size, 

no matter how many connections presents in a network between neurons, they are only related to the 

kernel's size.  

A convolutional layer is a necessary component in constructing a CNN, and it aims to transform the 

input into a depiction of a more existential level [26]. The convolutional layer performs operations 

between the input and the neurons using local connectivity, without using the full connectivity. The 

following are vital characteristics: 

1. Kernel Size (N): Every kernel does have a window size, also known as a receptive field. A convolution 

operation is performed on an area from the input that matches with its window size, and the results will 

be stored in a map. 

2. Stride (S): It specifies the number of pixels transferred to the newest location by the kernel. If set to 1, 

then each kernel will perform convolution operations before shifting one pixel until it joins the given 

input edge. As a result, the stride reduces the size of the activation maps. 

3. Zero-padding (P): It defines how many zeros should be padded around the input's border. This is highly 

useful for retaining the input's dimension. 

Shared weights and local connections reduce the network's overall number of parameters. For example, 

a convolutional layer with two kernels and size 4 of a local receptive field has a dimension of 4 x 4 x 3 

with an input of 100 x 100 x 3. Because all 100 neurons in the layer share similar weights for every 

kernel, there will be 4 × 4 × 3 × 2 = 96 parameters per 100 neurons. Because local values in images are 

connected, and the analysis created by the local values are unchangeable in position, local convolutional 

processes in images result in results that contain specific image features. To extract patterns from an 

image, use a kernel with the same weights across all local regions. to the convolutional integers between 

the kernel and the input, non-linear activation function (ReLu, tanh, sigmoid, etc.) is commonly 

employed. 



Kavitha C. et al: An early detection ……  Archives for Technical Sciences 2025, 33(2), 556-568 

Technical Institute Bijeljina, Archives for Technical Sciences. Year XVII – N 0 33           564 

Back Propagation Algorithm  

Convolution and sampling are used in CNN. The deconvolution of the input image is done with a 

trainable filter Fx for obtaining Cx's convolution layer. Sx + 1 is a narrow n time feature map created by 

pooling pixels from each neighbourhood, adding scalar weighting Wx + 1 weighted, and lastly, 

activation. The CNN utilizes a local receptive field, weight sharing, and subsampling for minimizing 

training attributes. 

𝑂𝑥,𝑦
(𝑙,𝑘)

= 𝑡𝑎𝑛ℎ ∑ ∑ ∑ 𝑊(𝑟,𝑐)
(𝑘,𝑡)

𝑂(𝑥+𝑟,𝑥+𝑐)
(𝑙−1,𝑡)

+ 𝐵𝑖𝑎𝑠(𝑙,𝑘)𝐾𝑤
𝑐=0

𝐾ℎ
𝑟=0

𝑓−1
𝑡=0       (8) 

The output of the neuron and the kth feature pattern are represented by f. Row x and column y in the lth 

sub-sample layer. 

𝑂𝑥,𝑦
(𝑙,𝑘)

= tanh(𝑊𝑘 ∑ ∑ 𝑂(𝑥×𝑆ℎ+𝑟,𝑦×𝑆𝑤+𝑐)
(𝑙−1,𝑡)

+ 𝐵𝑖𝑎𝑠(𝑙,𝑘)𝑆𝑤
𝑐=0

𝑆ℎ
𝑟=0         (9) 

Output is given by: 

𝑂(𝑖,𝑗) = tanh  (𝑊𝑘 ∑ ∑ ∑ 𝑊(𝑥,𝑦)
(𝑗,𝑘)

𝑂(𝑥,𝑦)
(𝑙−1,𝑡)

+ 𝐵𝑖𝑎𝑠(𝑙,𝑘)𝑆𝑤
𝑦=0

𝑆ℎ
𝑥=0

𝑆−1
𝑘=0       (10) 

s is the patterns in the sample layer. the output of the ith neuron l th output layer F 

𝑂(𝑖,𝑗) = tanh (∑ 𝑂(𝑙−1,𝑗)𝑊(𝑖,𝑗)
𝑙 + 𝐵𝑖𝑎𝑠(𝑙,𝑖)𝐻

𝑗=0                        (11) 

A pooling layer is arranged amidst each successive layer. By preserving as much information as feasible, 

using a pre-specified pooling mechanism, pooling layers reduce the input's size. In addition, adding 

spatial invariance to the network via a pooling layer can further improve the model's generalizability. 

You can reduce the input dimension by half, for example, by setting the stride to 2, increasing the 

window size to 2, and using a zeros-padding of 0. 

A completely linked layer is always placed amidst the penultimate and the output layers for typical CNN 

design to describe the attribute values' non-linear relationships. However, the above arrangement results 

in overfitting. So, the researchers have been adopting approaches like max-over time pooling to build 

CNN architectures without the need for a completely linked layer. 

In the following part, we'll discuss how the strategies above can accurately forecast the onset of 

Kawasaki Disease. 

RESULTS AND DISCUSSION 

These findings are compared with those of previous algorithms for the identification of KD in this 

section. As a result of this new research, there is optimism that these people will be detected earlier and 

more effectively. According to equations (12)– (15), statistical measurements are also used to evaluate 

the average results for the classifiers. 

Precision is the rate of accurately detected positive findings to predicted positive findings. 

Precision = TP/ FP+ TP                                                             (12) 

A recall is the rate of accurately determined positive findings to findings in a real class. 

Recall = TP/ FN + TP                                                               (13) 

F1 measure is the mean of Precision & Recall, which consider false negatives & false positives.  

F1 measure = 2*(Precision * Recall) / (Precision + Recall          (14)  



Kavitha C. et al: An early detection ……  Archives for Technical Sciences 2025, 33(2), 556-568 

Technical Institute Bijeljina, Archives for Technical Sciences. Year XVII – N 0 33           565 

Accuracy is detected by Equation (15) 

Accuracy = (FP+ TP)/(TN+TP+FN+FP)                              (15) 

In this context, TP, FP, TN, and FN signifies True Positive, False Positive, True Negative, and False 

Negative, respectively.  

 

Figure 2. Precision outcomes of the suggested CNN-FCM approach and traditional approaches for KD prediction. 

According to the suggested CNN-FCM, the precision comparison results depicted in Figure 2. The 

results shows that ABC features selection may use to forecast the KD accurately. The number of usable 

features in the proposed ABC does not significantly impact the performance of the jointly learned feature 

transformation.  To address the categorization challenge, ABC employs a highly efficient approach 

given by ABC.  

 

Figure 3. Recall comparison results of the proposed CNN-FCM approach and traditional approaches. 

The suggested CNN-FCM method's accuracy outcomes are depicted in Figure.3. The findings show that 

the existing methods, such as CNN and SOM, have lower recall percentages than the one presented, at 

89.68%, and the suggested approach has higher recall percentages of 90.78%. 

 

Figure 4. F-measure outcomes of the suggested CNN-FCM approach and traditional approaches for KD prediction 
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It can be seen in figure 4 that the suggested Fuzzy C-means clustering combined with the CNN classifier 

provides great quality in terms of the disease prediction rate, significantly superior to the CNN and SOM. 

A quantitative study employing the F-measure and machine learning methodologies yielded similar 

conclusions to the qualitative investigation. According to KD prediction accuracy, the proposed CNN-

FCM is compared to traditional classification methods.  

 

Figure .5. Accuracy comparison outcomes of the suggested CNN-FCM approach and traditional approaches for KD 

prediction 

In Figure 5. the accuracy of the suggested CNN-FCM approach is compared with the 

traditional classifying approach. The findings show that the proposed approach is extremely efficient. 

Consequently, the classifiers will have a greater accuracy level than those 

CONCLUSION 

The proposed hybridization algorithm was used to analyze data to forecast IVIG resistance in KD 

patients. Initially, the RF procedure is presented for missing data restoration. Then to select the ideal 

feature from the training data set, the optimization process, the artificial bee colony approach. Finally, 

utilizing the proposed hybridization strategy, classification is performed after clustering and before 

classification. FCM clustering and Deep neural network classification are used here. The evaluation unit 

was used to adjust the hyperparameters. The CNN-FCM was proven to be the most efficient technique. 

In this study, we found out the importance of characteristics in predicting IVIG resistance. In KD 

patients, to predict IVIG resistance, this method uses deep learning. Consider incorporating this strategy 

into an EHR as clinical decision support shortly. Nonetheless, new data, particularly genetic variants, 

may assist us in enhancing our approach. 
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