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SUMMARY 

Blind students usually are subjected to a substantial impediment of reading and accessing electronic 

documents, especially data that are noisy and those that are carefully designed. Traditional NLP models 

severely underestimate or misinterpret mathematical expressions in which symbols are represented as 

notation. It is a critical problem in the educational field, accessibility, and report generation programs, 

where in-depth knowledge of mathematical content is a priority. State-of-the-art document summarisation 

systems tend to fail in noisy text, disordered document structures, and non-textual content, e.g., equations, 

images, and charts. This paper introduces a powerful preprocessing model that focuses on improving 

input quality, semantic coherence, and readability. The process consists of sophisticated text cleaning, 

discerning structuring, and an extensive content interpretation model. The paper presents a proposal to 

simplify and verbalise mathematical expressions using a rule-based, context-sensitive language called the 

Verbalizer Rule (VR). The system translates complex mathematical syntax into human-readable natural-

language descriptions by pattern-matching expressions and translating semantic meaning using clues in 

the context. Experiments demonstrate that this method achieves much higher readability scores and 

summarisation quality than state-of-the-art models. In the assessment, the Proposed CARMEN model, 

using the ROUGE metrics 1, 2, and L, yields a ROUGE score of more than 0.8333 among the other 

verbalizers. 

Key words: pre-processing formulae, symbolic math, LaTeX2Text, textual representation, NLP. 

INTRODUCTION 

The digitisation of educational material has made it more accessible to a broader range of people; 

however, the visually impaired students and scholars continue to experience difficulties with accessing 

unstructured and complex digital materials. Students encounter difficulties in retrieving academic 

materials, especially those that rely heavily on visual presentation, owing to Visual impairment. We used 

to assist them with this summary. Document summarisation provides a significant solution to them, yet 
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its quality and the form of the input data influence its performance. The instructional resources used in 

online learning of the Science, Technology, Engineering, and Mathematics (STEM) disciplines often 

present complex subjects through diagrams, equations, and geometric shapes that blind and sightless 

students cannot comprehend. Formulas cannot be vocalised correctly, as OCR algorithms, such as 

translation tools, cannot comprehend their meaning structure.  Although there has been improvement in 

the development of adaptive technologies to accommodate visually impaired students, more accessible 

and affordable technologies should be developed to enable all students to access academic materials 

equally, regardless of their field of study [32]. Automatic summary generation research has advanced 

significantly, with both fixed and dynamic methods leveraging computer vision and artificial 

intelligence algorithms [1][20]. Nonetheless, there are still problems, including the prohibitive cost of 

refreshable tactile displays and the loudness of data creation from non-textual media. The need for a 

more sophisticated solution is supported by the fact that familiar TTS readers, including Adobe Acrobat 

and Microsoft Edge, do not recognise or read mathematical formulae correctly.  Other tools attempt to 

convert LaTeX code to spoken English by hand, which are generally not helpful and struggle to handle 

exceptional cases. The study proposes a preprocessing paradigm that improves text input through multi-

level processing. Academic articles use mathematical equations as a vital element, especially in 

engineering, physics, and computer science [27]. Nevertheless, there are a few challenges and 

considerations that accompany working with equations when working on an academic literature review:  

• Mathematical expression of equations is not usually consistent across different articles, and that 

makes comparing and synthesising a result more difficult [2]. Some papers are in LaTeX format, 

whereas others use images as equations or plain text, making extraction and analysis tedious [3]. 

• The application of equations can be an individual interpretation, and they may need subject 

knowledge to distinguish between their applicability and use [6]. This is especially true of 

transdisciplinary research, where the equations can take on different meanings and interpretations 

across disciplines. 

• Basic concepts of multivariate statistical analysis and mathematical modelling are still used on 

many fronts, such as supply chains and logistics [4]. The description of the algorithms to be 

analysed and the visualisation of the equations, however, should be enhanced to be readable and 

reproducible. 

While equations are prominent in the depiction of high-level ideas in research papers, their presentation 

in literature reviews requires careful thought. Researchers will aim to be consistent in depictions of 

equations, include distinct descriptions of the mathematical concepts, and be clear when reporting 

methodology [7][5]. It would be helpful for future research to develop standardised protocols for the 

extraction and analysis of equations in literature reviews, possibly using NLP and Machine Learning 

(ML) methods that are increasingly effective and accurate [21][28]. 

RELATED WORK 

Previous studies have explored OCR correction, language normalisation, and Equation interpretation for 

accessibility. [8] note that the majority of known techniques for algorithmic solution of math word 

problems utilise frame-based models. To mitigate shortcomings in existing models, the authors propose 

a new model that incorporates extended semantic networks to capture the mathematical structure in word 

problems. Their Solver for Mathematical Text Problems (SoMaTePs) recognises math problems using 

NLP, translates them into mathematical equations, and solves them using a computer algebra program. 

[9] mention a shift from template-based approaches with pre-specified rules to more sophisticated neural 

network models for generating math word problems. The authors propose a new neural network model 

that incorporates equation and topic information through a fusion mechanism, along with an entity-

enforced loss to ensure relevance between the generated problem and equation. Previous studies focused 

on template- and frame-based models; more recent studies have evolved towards more sophisticated 

approaches using semantic networks, NLP, and neural networks to interpret and generate mathematical 

equations. The shift follows the rising complexity and capabilities of mathematical interpretation 

systems. Most systems, however, solve these tasks separately and without overall preprocessing unique 
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to document summarisation. Multimodal assistive systems and parsing of structured documents are 

examples that impact our integrated approach. 

RESEARCH METHODOLOGY 

Data preprocessing is a vital step in preparing online education documents, especially those containing 

equations, for efficient machine learning and natural language processing[19][22]. Preprocessing these 

documents involves specialised techniques for handling mathematical expressions without loss of 

semantic meaning [16]. Preprocessing equations in online education documents is a difficult task. Unlike 

regular text, equations involve special characters, symbols, and structures that require careful handling 

and attention to detail. Regular text preprocessing techniques, such as tokenisation, stop word removal, 

and stemming, may not be applied directly to equations [10], as shown in Figure 1. 

 

Figure 1. Text cleaning steps 

Instead, specialised techniques such as mathematical expression identification and preservation, 

equation conversion to standard form, and handling of LaTeX or MathML notations may be necessary 

[11]. General text preprocessing techniques are a foundation, but translating these techniques into 

equation-rich online education documents is needed [12]. The creation of custom preprocessing 

pipelines capable of processing both textual content and mathematical expressions is key to improving 

the performance of summarisation models in education. The focus of research should be on developing 

specialised preprocessing techniques for equation-rich documents, possibly incorporating mechanisms 

to automatically identify and process mathematical content.  

Proposed Model  

Recommended Context-Aware Rule-based Mathematical Expression Normaliser (CARMEN) is a rule-

based preprocessor that is built to identify, simplify, and texturise mathematical expressions in scientific 

or scholarly papers. 

 

Figure 2. Proposed model flowchart 

The proposed model processes the raw text into cleaned expressions, which are then passed through 

rule-based verbalisation, context-sensitive enrichment, and reintegration, as shown in Figure 2. It 

employs rule-based reasoning. It is context-sensitive, producing natural-language approximations of 
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symbolic mathematics. It improves readability and aligns with NLP applications, such as summarisation. 

Its main task is to detect and extract exact mathematical expressions from scientific and scholarly papers 

[33]. The proposed model detects mathematical expressions in various documents using regular 

expressions (regex) and syntactic parsing. For the regex pattern, used to find the expression 

matching any text enclosed between two dollar signs $, which is the standard LaTeX syntax for inline 

math. The rules set are intended for mapping math style as outlined in Table 1. 

Table 1. Regex-based pattern matching 

Expression Type Pattern Regex Match 

Inline Math \$.*?\$ $a^2 + b^2 = c^2$ 

Block Math \\\ [. *? \\\] or \\begin{equation}. *? \\end{equation} \ [\int_0^1 x^2 dx\] 

Math Functions \w+\ (. *? \) sin(x), f(x) 
 

 

The Mathematical expression applies rule-based simplification to transform expressions into more 

readable and word-friendly forms [13] (e.g., fractions, exponents, or nested functions into flattened 

expressions). Table 2 shows the symbolic expressions with readable contents. 

Table 2. Expression to verbalisation 

Expression Type Pattern (LaTeX) Verbalization  

Fraction \Frac{a}{b} "a divided by b" 

Power/Exponentiation x^n "x raised to the power n" 

Roots \sqrt{a} "square root of a" 

Integrals \int_a^b f(x) dx "the integral off of x from a to b" 

Summation \sum_{i=1} ^n a_i "the sum of a sub i from i equals 1 to n" 

Limits \lim_{x \to 0} f(x) "the limit off of x as x approaches zero" 

Derivatives \frac{dy}{dx} "the derivative of y with respect to x" 
 

 

This also accommodates algebraic normalisation rules. Converts the simplified expressions to natural 

language strings (e.g., x^2 + y^2 = r^2 to "x squared plus y squared equals r squared") using a mapping 

table and grammar-sensitive verbalisation patterns. Dictionaries are constructed to convert mathematical 

symbols, functions, and patterns into spoken/written equivalents. Dictionaries include basic symbols 

(Operators), Functions, and Greek Letters, as shown in Figure 3. 

 

Figure 3. Math dictionaries 

Sentence-level context and neighbouring lexical clues are used to make the spoken math fit perfectly 

into the first sentence. Also addresses disambiguation (e.g., reading f(x) as "function f of x" rather than 

"f times x"). Finally, reinsert the verbalised phrases into the original document text, overwriting or 

adding the identified phrases while maintaining the original formatting and semantics. The transformed 

final document maintains logical coherence and is equivalent to the input in coverage. These sentences 

can be inline, block-level, or tag-encoded based on the document structure.  
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Mathematical Description of the CARMEN Model 

Let 𝐷 = {𝑑1, 𝑑2, . . . , 𝑑𝑛}be the set of documents containing mathematical expressions. 

Each document 𝑑𝑖consists of textual and symbolic parts: 

𝑑𝑖 = 𝑇𝑖 +𝑀𝑖 

where 𝑇𝑖is the text content and 𝑀𝑖represents the mathematical expressions. 

The CARMEN model applies a rule-based transformation function ℱ that normalises and verbalises 

each mathematical expression based on contextual semantics: 

where 𝐶𝑖denotes the contextual information in the surrounding sentence. 

The transformation process is sequential: 

ℱ = 𝑓3(𝑓2(𝑓1(𝑀𝑖))) 
with 

• 𝑓1: Regex-based mathematical expression detection 

• 𝑓2: Symbolic simplification using LaTeX2Text patterns 

• 𝑓3: Semantically-based context-verbalisation. 

The reconstructed document is obtained as: 

𝑅𝑖 = 𝑇𝑖 + 𝑉𝑖 
Quality of summing up the harmonic mean of ROUGE measures quantifies the quality of the summing 

up: 

𝑅 =
1

3
(𝑅1 + 𝑅2 + 𝑅𝐿) 

where 𝑅1, 𝑅2, 𝑅𝐿denote ROUGE-1, ROUGE-2, and ROUGE-L scores respectively. 

The mathematical model is designed to preserve the symbolic content of mathematics and convert it into 

readable, context-sensitive text without semantic loss. 

RESULTS AND DISCUSSION 

Dataset 

The proposed model is trained and analysed using the Kaggle dataset and the Wiki STEM Corpus (2024). 

This dataset is a STEM (Science, Technology, Engineering, and Mathematics) corpus, filtered by 

Wikipedia article category metadata [18]. In extracting the wiki page contents, we alleviated the 

common rendering problems (numbers, equations, and symbols) of current wiki datasets. Wikipedia 

mathematics articles are used to evaluate the proposed model's performance. These Wikipedia articles 

cover issues in mathematics and include formulae, equations, and technical notation. It supports inline 

and block-level mathematical expressions in either standard LaTeX or MathML. The reason is that 

human-readable explanations are provided in sections that help align math with natural language 

(training and assessment). To retrieve page content, the Wikipedia API Python module is used. It will 

be developed in Python using libraries such as sympy, PyMuPDF, LaTeX2Text, and the re module to 

extract LaTeX math regular expressions. 
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Figure 4. Raw dataset 

The dataset contains 400,000 rows and five columns, as shown in the figure 4. From the given dataset, 

identify the rows with equations or formulas and create a separate dataset as shown in the figure 5. The 

new dataset consists of 2 lakh rows.   

 

Figure 5. Final dataset 

Performance Measures 

The proposed model's performance is evaluated using the Recall-Oriented Understudy for Gisting 

Evaluation (ROUGE) scores, including ROUGE-1, ROUGE-2, and ROUGE-L. ROUGE 1 computes 

the overlap for unigrams (one word), which is computed using Equation 4.1. ROUGE-2 computes the 

overlap for bigrams (two-word sequences) using Equation 4.2 (Raghav et al., 2022). The n-gram 

approachiseasyandinexpensivetocompute,sotheapproachhasbeenappliedextensively to summary 

evaluation [17].ROUGE-L computes the length of the longest common subsequence of the reference 

and system summaries [14], which is calculated using the Equ. 4.3.  

𝑅𝑂𝑈𝐺𝐸1 − 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑤∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑚𝑖𝑛𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑊),𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑊)

𝑤∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑊)

𝑅𝑂𝑈𝐺𝐸1 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑤∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑚𝑖𝑛𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑊),𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑊)

𝑤∈𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑊)

𝑅𝑂𝑈𝐺𝐸1 − 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2.𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 }
 
 

 
 

--- Equ. (4.1) 
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𝑅𝑂𝑈𝐺𝐸2 − 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑏𝑔∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑚𝑖𝑛𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑏𝑔),𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑏𝑔)

𝑏𝑔∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑏𝑔)

𝑅𝑂𝑈𝐺𝐸2 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑏𝑔∈𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝑚𝑖𝑛𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑏𝑔),𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑏𝑔)

𝑏𝑔∈𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑(𝑏𝑔)

𝑅𝑂𝑈𝐺𝐸2 − 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2.𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 }
 
 

 
 

--- Equ. (4.2) 

Where w referred to a word, bg referred to a bigram,𝐶𝑜𝑢𝑛𝑡𝑐𝑎𝑛𝑑 and 𝐶𝑜𝑢𝑛𝑡𝑟𝑒𝑓Refers to the number of 

times a word appeared in the candidate and the reference, respectively.  

𝑅𝐿𝐶𝑆 =
𝐿𝐶𝑆(𝐶,𝑅)

𝑛

𝑃𝐿𝐶𝑆 = 
𝐿𝐶𝑆(𝐶,𝑅)

𝑚

𝑅𝑂𝑈𝐺𝐸𝐿 − 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
(1+𝛽2).𝑃𝐿𝐶𝑆   .   𝑅𝐿𝐶𝑆

𝑅𝐿𝐶𝑆+𝛽
2.𝑃𝐿𝐶𝑆 }

 
 

 
 

---                                     Equ. (4.3) 

Where LCS referred to Length of Common Subsequence between Candidate (C) and Reference (R), m 

is Length of Candidate, n is Length of Reference, 𝛽 is 1 for a balanced F1–score, and 𝑅𝐿𝐶𝑆 𝑎𝑛𝑑 𝑃𝐿𝐶𝑆Are 

Recall and Precision, respectively. ROUGE-L estimates the length of the longest common subsequence 

between the system summary and the reference summaries [15]. ROUGE-L is particularly important for 

assessing the coherence and fluency of abstracts, as it identifies word-order patterns. To perform 

validation of ROUGE-1, ROUGE-2, and ROUGE-L, the mathematical expression and its verbalised 

output (as generated by the model) are compared to a human-written reference. These ROUGE scores 

calculate the Harmonic mean of precision and recall. The proposed model, compared with previous 

studies, highlighted MathSpeak [31] and W3C MathML [33] Verbalizers.  

Table 3. Evaluation of models based on ROUGE score 

Methods ROUGE-1 ROUGE-2 ROUGE-L 

Mathspeak 0.661290 0.568966 0.661290 

W3C MathML 0.710227 0.357143 0.710227 

CARMEN (Proposed) 0.863636 0.833333 0.863636 
 

Table 3 presents the performance evaluation of the proposed model, CARMEN,based on ROUGE 

scores. All proposed CARMEN has ROUGE > 0.8, which is exceptional in natural language tasks [29]. 

Moreover, it scores highest on ROUGE-1 and ROUGE-L, implying it is nearly identical to the reference 

in terms of words used and structure. CARMEN achieves higher ROUGE-2 scores than the other two 

models, suggesting more fluent phrase construction, despite a slightly lower vocabulary overlap. These 

scores indicate that model CARMEN is performing at a very high level in both content fidelity and 

summary fluency. 

 

Figure 6. Comparison of models based on ROUGE 1 
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Figure 6 illustrates a pictorial representation of the proposed CARMEN model based on the ROUGE-1 

metric. The proposed model achieves the highest ROUGE-1 score of 0.863636, whereas Mathspeak and 

W3c MathML verbalizer score 0.661290 and 0.710227, respectively. From this, it is clear that the 

CARMEN model is more reliable in referencing terms and in structuring sentences.   

 

Figure 7. Comparison of models based on ROUGE 2 

Figure 7 illustrates a pictorial representation of the proposed CARMEN model based on the ROUGE-2 

metric. The proposed model achieves the highest ROUGE-1 score of 0.83333, whereas Mathspeak and 

W3c MathML verbalizer score 0.56966 and 0.357143, respectively. From this, it is clear that the 

CARMEN model is more fluent in phase construction.   

 

Figure 8. Comparison of models based on ROUGE L 

Figure 8 illustrates a pictorial representation of the proposed CARMEN model based on the ROUGE-L 

metric. The proposed model achieves the highest ROUGE-L score of 0.863636, whereas Mathspeak and 

the W3C MathML verbalizer score 0.661290 and 0.710227, respectively. From this, it is clear that the 

CARMEN model is more reliable in referencing terms and in framing sentence structure. 

CONCLUSION 

The majority of existing models of summarisation assume that mathematical content can be ignored or 

manipulated, and that it can be dropped or distorted. CARMEN is a Rule-Based Math Expression 

Normalisation and Verbalisation that represents symbolic equations in readable natural language using 

domain-specific rules [26]. It is not easily tempted into extractive models (redundancy, inflexibility) or 
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abstractive models (hallucination, information loss) to give out summaries that are linguistically sound 

but factual [23][24][25]. The ROUGE-based CARMEN evaluation demonstrates its efficiency in 

generating high-quality, human-like summaries. The model alleviates the balance between lexical 

fidelity and narrative coherence, which is why it can be applied most effectively to real-world 

deployment in educational, legal, and medical document summarisation tasks. The results make 

CARMEN a strong, sound model for hybrid summarisation. A new contribution of the CARMEN model 

is an architecture that enables synergistic, rule-based simplification, preserves semantic context, and 

supports mathematical verbalisation. It provides significant methodological improvements over current 

models. Its rule-laden, context-sensitive system not only enhances the fidelity and fluency of content but 

also uniquely handles technical material, such as mathematical notation. The mentioned benefits make 

it an excellent option as a central system for summarising academic, scientific, and legal documents. 

Most summary systems have been trained and adapted to general text (i.e. newspaper articles), 

CARMEN is specifically designed to process multimodal text, such as scientific PDFs, technical 

manuals, and academic text containing embedded symbols and equations. The proposed model performs 

well, producing high-quality summaries, as indicated by the ROUGE scores from the trials. The findings 

confirm the model's effectiveness in producing well-organised, coherent, and content-based summaries. 

The model's reliance on consistent performance across trials gives it reliability as a summarisation tool, 

capable of producing high-quality output for real-time applications [30]. The model consistently 

performs well, achieving high ROUGE-1 and ROUGE-L scores of 0.863636, correctly selecting the 

essential information and the primary content of the source documents. 
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