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SUMMARY 

The study will be conducted to complement the diagnosis of proximal caries lesions that are difficult to 

improve due to their location between the teeth, as shown in Near-Infrared Light Transillumination 

(NILT) photographs. It was proposed to enhance caries detection with a semantic segmentation model 

based on YOLOv11, which is more specific in detecting mesial and distal caries lesions, which were not 

adequately explored in previous literature. The model was trained on a sample of 440 augmented 

grayscale NILT images collected from 17 patients at the Faculty of Nursing, King Abdulaziz University, 

Jeddah, Saudi Arabia. These pictures were categorized into five groups, i.e., enamel, dentin, background, 

mesial caries, and distal caries. The significance of the classes was addressed by optimizing 

hyperparameters and class weights for mesial and distal caries. The YOLOv11 model had an overall Dice 

coefficient of 87 and the highest scores of enamels (80) and dentin (89) due to their low prevalence in the 

dataset (mesial and distal caries, respectively). However, the model was deemed very specific, and its 

negative predictive value was 0 in all classes. The findings indicate that a well-represented class is the 

most effective with the model, whereas mesial and distal caries need further improvement. Future work 

will focus on improving the model's performance on underrepresented classes through data augmentation 

and class-balanced training, ultimately enhancing its clinical applicability for the intricate, non-invasive 

detection and diagnosis of caries.   
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INTRODUCTION 

Proximal caries lesions develop between adjacent teeth and, unfortunately, are very difficult to detect 

because of their location. Such lesions are frequently overlooked during standard clinical assessment, 

leading to disease progression and more invasive intervention [1]. It is essential to diagnose proximal 

caries early to avoid additional tooth destruction and costly restorative procedures. Traditional 

techniques, including visual examination and exploration with fingers, are often used to identify caries. 

Yet, they cannot be used because they cannot reach the environment between the proximal parts [3]. 

Despite their usefulness, bitewing radiographs expose patients to ionizing radiation and are less 

applicable to some groups of people, e.g., children and pregnant women. 

Conversely, Digital Imaging Fiber Optic Transillumination (DiFOTI) and Near-Infrared Light 

Transillumination (NILT) have proven to be radiation-free and offer better detection features. NILT, 

especially, enables light to penetrate deep into the tooth, providing an additional non-invasive method 

for detecting caries at early stages when they are not yet visible on x-rays or during clinical examination 

[5][6]. The NILT-based DIAGNOcam device has demonstrated potential for identifying both the 

presence and location of caries in posterior teeth by visualizing them with transmitted light [7]. The 

method is appropriate when proximal caries is identified early, but its accuracy depends on image 

interpretation, especially for mesial and distal caries [8]. 

Dental image analysis has also become an area where deep learning models, especially Convolutional 

Neural Networks (CNNs), are used [4]. CNNs are highly accurate across a wide range of diagnostic 

tasks, including caries detection [9][10]. Previously made research, however, tended to concentrate on 

generic caries detection without making a distinction between mesial and distal lesions that are clinically 

important in treatment planning and diagnosis [11]. In addition, there is the class imbalance whereby 

some types of lesions, such as mesial and distal caries, are underrepresented, thus reducing the 

effectiveness of such models in real-world settings [12]. 

The current paper presents a new method of using the semantic segmentation of NILT images that 

involves the application of the state-of-the-art deep learning model, YOLOv11 [2]. The distinction of 

mesial and distal caries is the major innovation of this work that has not been sufficiently researched 

previously. The distinction of these types of caries makes the study more accurate in the localization of 

lesions and increases the accuracy of the detection at an early stage. Moreover, the hyperparameter 

optimization and class prioritization methods are also utilized to address the problem of class imbalance 

and to enhance the segmentation accuracy, particularly in the underrepresented mesial and distal areas 

[13][14]. Another significant point of this research is that the correct annotation of images and the 

possibility of automating the segmentation process provided by YOLOv11 results in the valuable 

assistance of dental professionals in caries diagnosis of proximal caries [15][16].  

The literature on combining deep learning with dental imaging has been growing recently, but most 

studies have been restricted to radiographies or have not addressed minor details in the localization of 

caries. Alternatively, the proposed research is NILT images in particular, which offer a rare benefit over 

conventional techniques and rely on infrared light to identify caries non-invasively. The obtained results 

indicate that even with a small dataset, YOLOv11 has the potential to identify proximal caries lesions 

successfully and offers substantial benefits over traditional algorithms, which is a promising direction 

to use in the future in clinical practice. 

Key Contribution  

• This study distinguishes between mesial and distal caries lesions in NILT images, which has not 

been adequately undertaken in previous studies. 
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• The research paper proves the usefulness of applying YOLOv11, which is a modern deep-

learning model, in the semantic segmentation of dental structures in NILT images to enhance 

the detection of caries. 

• To overcome the imbalance in classes, specifically similar classes, the hyperparameter 

optimization and the use of class weights were used to improve the performance of the models. 

• Segmentation of enamel and dentin in the model was highly accurate (80 percent and 89 

percent), thus guaranteeing good detection of these well-represented features in images of NILT. 

• The research presents an encouraging, non-invasive tool for early detection of proximal caries, 

which will aid in the reduction of invasive treatment and the improvement of patient outcomes 

in clinical practice. 

LITERATURE REVIEW 

Detection of proximal caries, especially in the spaces between teeth, is a big problem in dental 

diagnostics [17]. The conventional techniques, like visual inspection and radiography, cannot easily 

identify caries at its initial stages in locations that are not between the teeth [18][19]. Although bitewing 

radiographs are helpful, they expose one to ionizing radiation, which is dangerous, especially in children 

and expectant women. This has seen the rise of non-invasive procedures such as Near-Infrared Light 

Transillumination (NILT) to provide a safer method of caries detection in its initial stages. NILT operates 

on the principle of light penetration through the dental features, where it has the ability to visualize the 

caries that do not show in the normal imaging procedures [20]. 

The recent developments in deep learning demonstrated promise in the image analysis of dentists, 

especially through the detection of caries. Convolutional Neural Networks (CNNs) are extensively used 

in detecting caries and have proven to be effective in detecting lesions in radiographs and intraoral 

images with high accuracy. Nonetheless, most of these methods are aimed at the assessment of caries 

without the differentiation between mesial and distal caries, which are vital in the diagnosis and 

treatment [21][22]. These lesions are frequently ignored in terms of clinical significance, including the 

segmentation of these lesions. 

Many studies have tried to employ machine learning architectures like CNNs to recognize dental caries 

in different types of imaging, including radiographs and NILT. However, most of these studies do not 

consider the issues of imbalance in classes, where the underrepresented classes, such as mesial and distal 

caries, are affected. Not many works have investigated the idea of semantic segmentation in dental 

imaging, and even fewer have applied such a model as YOLOv11 to the problem. Recently, the 

YOLOv11, which is efficient and accurate in object detection, has been applied to segmentation tasks, 

and it provides a potential solution to these issues in detecting dental caries. 

Moreover, other studies have also emphasized the application of deep learning to caries detection, yet 

few have combined the techniques to combat the problem of class imbalance, which is essential to 

enhance the performance of models that run on a dataset that lacks representation of some classes, such 

as mesial and distal caries [23][24]. With the help of more sophisticated training methods, including 

class-balanced loss functions and data augmentation, this research will be targeted at streamlining the 

performance of the model and guaranteeing the accurate identification of caries lesions in the well-

represented classes as well as in those that are underrepresented. 

MATERIALS AND METHODS  

Caries lesions near the midline within the oral cavity were termed mesial, whereas those situated further 

from the midline were referred to as distal. Dentists must ascertain the location and orientation of the 

caries lesions. After acquiring the NILT images, it is evident that the image concentrates on the region 

of interest of a single tooth, thereby precluding the determination of the caries direction (mesial or distal) 

from the image alone. Thus, the significance of employing a CNN-based segmentation technique in deep 

learning is emphasized.  
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Figure 1. YOLOv11 Segmentation pipeline for proximal caries detection in near-infrared light transillumination 

(NILT) images 

Figure 1 shows the workflow diagram of the YOLOv11 segmentation pipeline that is used to identify 

proximal caries with the help of the NILT images. The pipeline is broken down into several steps, 

including input image processing, YOLOv11 backbone features extraction, object detection, mask 

generation, post-processing and filtering, and final segmentation map of the output. Among the 

significant steps is the process of classifying the prediction of enamel, mesial, and distal caries. Post-

processing steps are used to refine the results of the segmentation process and enhance the diagnostic 

accuracy. 

In this study, the capabilities of YOLOv11x-seg are utilized for segmentation. The process begins with 

dataset collection, followed by the annotation process. Subsequently, hyperparameters are adjusted, the 

model is trained, and the results obtained are shown in Figure 2 for further illustration.  

 

Figure 2. Workflow of the proposed dental image segmentation pipeline 

Data Collection  

The dataset was built from images obtained using DIAGNOcam (KaVo, Biberach, Germany) in 

collaboration with the Faculty of Dentistry of King Abdulaziz University, Jeddah, Saudi Arabia, under 

ethical approval no. (305-10-21). Two dentists acquired images of 17 patients aged 18 to 55 years. The 

collection comprised 200 NILT images, approximately 109 of which were proximal caries cataloged 

with patient and image identifiers. The teeth were rinsed with water and dried using compressed air to 

eliminate distractions in the photographs, while the dental light was off to prevent interference. The 
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camera position focused on the region of interest, particularly the area that requires examination above 

the occlusal surface or proximal caries. Teeth with restorations or orthodontic treatment were not 

included in this study. In addition, teeth that are chipped or pitted are not included because they appear 

as caries in greyscale images.  

Data Annotation 

Image analysis was performed by three experienced dentists who identified the caries site (mesial or 

distal) with a consensus agreement approach. The examiners set together and annotated the images; in 

cases of disagreement between examiners, a consensus method was adopted. Images were segmented 

into five categories (Background, Enamel, Dentin, and Mesial or Distal) utilizing the online pixel 

annotation application in the Supervisly (2024) AI-powered data labelling platform. This facilitates the 

labelling process for object detection and segmentation, producing datasets in many formats, including 

YOLOv8, YOLOv5, and COCO. The Enamel and Dentin layers were meticulously outlined pixel by 

pixel using a polygon tool. Subsequently, the locations of caries (Mesial or Distal) were identified and 

annotated accordingly, if present.  

The determination of the caries lesion location, whether Mesial or Distal, varies based on the direction 

of the captured image. Specifically, the orientation of the mesial and distal surfaces depends on the arm 

position. When the device arm is positioned to the right, the mesial surface is also oriented to the right, 

whereas the distal surface is oriented on the opposite side, as shown in Figure 3. A. Conversely, when 

the device arm is positioned to the left, the mesial surface is oriented to the left, with the distal surface 

on the opposite side, as shown in Figure 3. B. To ensure accurate identification of the caries' location, it 

is essential to monitor the direction of the device arm during labelling. 

 

Figure 3. Location of caries based on arm direction, (A) image of teeth with the imaging arm positioned to the right, 

and (B) image of teeth with the imaging arm positioned to the left 

Hyperparameters for Model Training 

The training of the YOLOv11 model was done in a thorough manner to ensure that the hyperparameters 

were optimised to ensure that the model gave the best possible segmentation results. The learning rate 

was used to regulate the rate at which the model can change its weights at each optimization step, and 

auto selection is used to select the learning rate dynamically to achieve optimal performance. The batch 

size was a parameter that indicated the size of the samples that the model used before it updated its 



Asma Alatawi, et al: Proximal caries detection ……  Archives for Technical Sciences 2025,34(4),777-790 

Technical Institute Bijeljina, Archives for Technical Sciences. Year XVII – N 0 34           782 

weights, and some of the values that were tested were 4, 8, and 16. An increased batch size usually 

increases stability at the expense of memory. Training of the model was done between 50 and 200 

epochs, with a higher number of iterations generally resulting in improved performance, but the chances 

of overfitting increase with a high number of iterations. To be optimized, it was decided to use the 

AdamW optimizer, which is able to better address non-stationary data and is less time-consuming in 

terms of convergence. The sizes of the input images were reduced to 224x224 or 320x320 pixels, and 

larger images with more details were used, at the expense of incurring higher computational costs. Also, 

augmentation methods such as horizontal flipping, scaling, and rotation were used to increase the 

generalization of the model by creating diverse versions of training data. Having executed the search 

algorithm, we received the (30) results presented in Figure 4, the best iteration (11), the mAP50 (0.73) 

with the epochs (189) and the batch size (4), the optimizer (AdamW).  

 

Figure 4. Chart for 30 iterations in tuning hyperparameters, the blue represents the number of epochs, and green 

represents the result of metrics mAP50 for the mask 

Augmentation 

Augmentation techniques were applied: horizontal flipping, random brightness adjustment, and in-plane 

rotation. As a result, a total of 200 images containing all classes were augmented, producing 440 

samples, in addition to the original dataset.  

YOLOv11 

The model version is YOLOv11x-seg, called from the Ultralytics package and Google Colab with a T4 

GPU. The dataset was split into 70% training and 30% validation. Training was done using arguments 

that were tuned as described above; it took two hours, and the best weight was used to predict the mask 

for each segment. Prediction setting was confidence (0.3) and IoU (0.7) after several tests and random 

choices. A lower confidence threshold considers more potential detection for small areas (mesial and 

distal), and a high IoU allows more overlap before eliminations, which reduces false suppression.   

Evaluation Metrics 

For modal evaluation, the mean average precision across classes (mAP) was computed, which measures 

how the model detects objects, as determined using Equation 1. The value of (mAP50) means IoU 

overlap of at least 50% with the actual object to be considered correct. 

Mean average precision (mAP) is an estimation of the overall performance of the model across all 

classes. It is characterized by the average of the average precision (AP), per class. 

𝑚𝐴𝑃 =
1

𝑛
∑ 𝐴𝑃𝑘

𝑘=𝑛
𝑘=1                                                                                                                                          (1) 

𝑛: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 

𝐴𝑃: 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑓𝑜𝑟 𝑐𝑙𝑎𝑠𝑠 𝑘 
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The case can be as follows: n = the total number of classes (in your case, 5: Enamel, Dentin, Background, 

Mesial, and Distal). 

Dice coefficient calculated to evaluate the overlap between the predicted segmentation and the ground 

truth, according to the following Equation 2. Also, Sensitivity (Recall), Specificity, Positive Predictive 

Value (PPV or Precision), and Negative Predictive Value (NPV) were computed to measure the 

proportion between predicted and ground truth using Equations 3-6. 

𝐷𝑖𝑐 =  
2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
                                                                                                                                (2) 

Where TP is the number of actual positives (caries pixels that had been correctly predicted), FP is the 

false positives (predicted caries pixels that are false). FN = false negative (pixels that were not 

recognized as caries). 

The sensitivity or recall is determined as the percentage of true caries lesions, which are correctly 

detected by the model: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
                                                                                                                            (3) 

Where TP is the true positives (correct caries detection), FN is the false negatives (Caries missed). 

Having a high sensitivity means that the model can identify most of the actual caries lesions, reducing 

the failure to identify lesions. 

The specificity is used to determine the percentage of correct non-carrier regions in all the real negatives. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
                                                                                                                              (4) 

Where, TN is the number of true negatives (correctly identified non-caries regions). FP is the false 

positives (incorrectly predicted caries regions). 

Having a high specificity means that the model is effective in differentiating caries and non-caries areas 

to minimize false positive outcomes. 

The proportion of the number of predicted positive samples (caries lesions) which are true positives is 

called the positive predictive value (PPV) or precision: 

𝑃𝑃𝑉 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
                                                                                                                                                (5) 

Where TP is the true positives. FP is the number of false positives. 

It is the negative predictive value (NPV), which is the fraction of the sampled negative samples (non-

caries regions) who are, in fact, negative: 

𝑁𝑃𝑉 =  
𝑇𝑃

(𝑇𝑁+𝐹𝑁)
                                                                                                                                   (6) 

with TP (True Positives) being the number of pixels that are correctly identified as positive, FP (False 

Positives) being the number of pixels that are incorrectly considered positive, FN (False Negatives) 

being the number of pixels that the model has failed to identify as positive, and TN (True Negatives). 

All these metrics are the assessment of the full capacity of the model to correctly divide dental structures 

with minimal false detections, which are useful in determining reliable models in the case of imbalanced 

classes of dental data. 
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Algorithm 1: YOLOv11-based Proximal Caries Detection Model 

Input: NILT images with annotations for Enamel, Dentin, Background, Mesial Caries, and Distal 

Caries. 

Data Preprocessing 

Collect and augment NILT images (flip, rotate, adjust brightness). 

Normalize and resize images (e.g., 224x224 pixels). 

Data Annotation 

Annotate regions as Enamel, Dentin, Background, Mesial Caries, and Distal Caries. 

Model Setup 

Use YOLOv11 for feature extraction with pre-trained weights. 

Add a segmentation layer to predict pixel-level caries regions. 

Training 

Tune hyperparameters (learning rate, batch size). 

Apply class weighting to handle class imbalance (for mesial/distal caries). 

Use AdamW optimizer for efficient training. 

Evaluation 

Evaluate using metrics: Dice coefficient, mAP, sensitivity, specificity, precision. 

Inference & post-processing 

Apply model to new images for caries detection. 

Refine predictions with post-processing (remove small irrelevant detections). 

Output: Display predicted caries masks over original images. 

Algorithm 1 is based on YOLOv11 to identify caries at a proximal level in NILT images. It would entail 

image gathering, image augmentation, and image annotation, and then model training using a class 

balance. Hyperparameters are optimized and AdamW optimizer is employed. Performance of the model 

is assessed and refinement of the prediction is done through post-processing, which presents the 

segmented caries masks to the original images. 

RESULTS 

Model Training and Performance 

To thoroughly assess the performance of the YOLOv11 model on the dental dataset, we analyzed the 

dynamics of training, distribution of dataset, and results of segmentation through visual summaries as 

shown in Figure 5. Figure 5.A shows the training and validation performance of YOLOv11, where all 

the loss curves (bounding box, segmentation, classification, distribution focal loss) generally decrease 

throughout the epochs, which shows that the convergence is stable during the training period. Figure 5.B 

is a pairwise correlagram of normalized bounding box, which illustrates the spatial distribution of the 



Asma Alatawi, et al: Proximal caries detection ……  Archives for Technical Sciences 2025,34(4),777-790 

Technical Institute Bijeljina, Archives for Technical Sciences. Year XVII – N 0 34           785 

instances annotated in the dataset. The normalized confusion matrix of the YOLOv11 segmentation 

outputs of the enamel, dentin, background, mesial, and distal classes is shown in the third panel (Figure 

5.C). The model was highly classified as correct on enamel and dentin (93% both) showing that these 

are highly reliable classes to segment. It is noteworthy that the mesial and distal classes obtained 100 

percent correct classification at prediction proving the model to identify these structures correctly even 

though they were underrepresented in the dataset. The percentage of misclassified background enamel 

and dentin pixels was small (about 7 per cent each) which implies that occasionally fine edges or thinner 

parts can be ignored. On balance, the confusion matrix confirms that the model has a high competence 

in differentiating key dental structures with a great level of specificity, and the possibility to mitigate the 

misclassification of minor boundaries in the future work can be achieved with the help of specific 

additions and class-balanced training adjustments. 

 
(A) 

  
(B)             (C) 

Figure 5. (A)Training and validation loss, precision, recall, and mAP curves for the YOLOv11 model on the dental 

dataset, demonstrating stable convergence during training. (B) pairwise correlogram of normalized bounding box 

parameters (center x, center y, width, height).  (C) normalized confusion matrix for the YOLOv11 segmentation 

outputs across enamel, dentin, background, mesial, and distal classes 

Segmentation Performance by Class 

Table 1 represents the segmentation performance of the YOLO model on enamel, dentin, background, 

distal, and mesial classes with mAP50and Dice coefficients of 0.75and 0.86, respectively, showing great 

segmentation performance on the dataset. In the cases of the enamel and dentin classes, the model scored 

high in Dice scores (0.80 and 0.89) and mAP50 value (0.78 and 0.82) indicating the correct delineation 

of these dominant structures with sensitivity of more than 0.83 and 0.96 and PPV of more than 0.77 and 

0.82 respectively. Background class was also performing strongly with Dice of 0.89 and high mAP50 of 

0.91. On the underrepresented distal and mesial classes, the model scored lower Dice scores (0.65 and 

0.53) and mAP50 (0.79 and 0.43), the difficulty of this task can be explained by the lack of information 

on small structures. The high specificity (>0.99) and NPV (>0.99) of all the classes however means that 

the model is doing a proper job in differentiating between these structures and non-targeted areas with a 

very small number of false positives not in the classes of interest.  
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Table 1. Statistical indicators for the considered classes enamel, dentin, mesial, distal and the average 

Classes  Dice   mAP50 Sensitivity Specificity PPV NPV 

Enamel 0.80 0.78 0.83 0.92 0.78 0.94 

Dentin 0.89 0.82 0.96 0.92 0.82 0.99 

Background 0.89 0.91 0.87 0.93 0.91 0.90 

Mesial 0.65 0.79 0.55 0.99 0.79 0.99 

Distal 0.53 0.43 0.71 0.99 0.43 0.99 

Figure 6 shows a spider chart of the Dice coefficient and mAP50 when comparing between the dental 

dataset in the enamel, dentin, background, mesial, and distal classes. As shown by the chart, the model 

had the highest Dice and mAP50 measures in the dentin and background classes, indicating uniform and 

precise segmentation of these well-represented structures. The enamel class also showed good 

performance and this indicates the capability of the model to draw boundaries of the teeth in an effective 

manner. Conversely, the mesial and distal classes, though registering lower Dice score, still registered 

competitive mAP scores, which means that the model can identify these underrepresented classes very 

well, but perhaps with further improvement, the segmentation quality can be enhanced. By and large, 

the spider chart effectively compares the performance of class-wise segmentation and detection in terms 

of efficiency of the YOLOv11 model and offers the prospects of improvement by introducing a more 

intricate augmentation strategy and class-balanced training to boost the segmentation of the less 

represented dental structures. 

 

Figure 6. Spider chart illustrating the dice coefficient and mAP50 for enamel, dentin, background, mesial, and distal 

classes on the dental dataset 

Figure 7 shows the final results showing the original NILT images, masked versions of the original 

image, and the YOLOv11 predicted mask. On the whole, YOLOv11 correctly labeled enamel and dentin 

most of the time, which proves a high segmentation quality of these highly represented classes. However, 

the consistency in the prediction of mesial and distal regions were lesser with the misclassification and 

false positives occurring between the two classes. Also, there were a few instances of the predicted 

cavities in the output masks, where the ground truth did not have such predictions, which indicates 

contained false positives, and there were other areas, which had true negatives. These inconsistencies 

are mostly credited to the limitations of the dataset, especially, the underrepresentation of mesial and 

distal classes, which impacts the learning by the model of subtle differences between these structures in 

comparison to enamel and dentin. 
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Figure 7. Original NILT images, ground truth images, and predicted from YOLOv11 model 

Clinical Observations 

Segmentation accuracy is also affected by the quality of input images and consistency of annotations, 

which indicates the relevance of accurate labeling in medical image analysis training datasets. It is worth 

noting that the analysis revealed that caries were more commonly found on mesial surfaces as compared 

to distal surfaces in the dataset. This observation can be attributed to the clinical concept that the mesial 

surfaces experience a consistent low level of occlusal forces in biting and chewing, which results in a 

progressive enamel erosion and susceptibility to proximal caries.  

DISCUSSION 

The caries is inaccessible and this is the reason why the proximal caries are still hard to detect. The 

addition of deep learning to identify proximal caries enhances efficiency and may result in improved 

patient outcomes because of the possibility to take action earlier. Proximal caries detection using 

YOLOv11 was also encouraging in this study, and the hyperparameter optimization reduced the amount 

of time that was taken to determine the best parameters to use to run this model. The model obtained 

was found to possess good detection and segmentation capabilities of dental structures in the NILT 

images. 

The evaluation results revealed that the segmentation of enamel and dentin and background classes was 

high and mAP50 and Dice scores are lower in the case of distal and mesial classes. This bias can be 

explained directly by the fact that the classes distal and mesial regions are underrepresented and so limits 

the exposure of the model, and consequently it ability to learn fine-grained boundaries of these smaller 

structures. Specificity and Negative predictive value of these classes are however high indicating that 

the model is useful in minimizing false positives but it has the potential of missing true positives in such 

areas. 

In order to address this lack of balance, training can oversample the distal and mesial classes to expose 

the model to more of these under-represented structures without preferentially learning all of the classes. 

More variability of the dataset of the dataset can be enhanced further with more advanced variability 

strategies, such as random distal and mesial cropping, and synthetic data generation, which will enhance 

the generalization capability of the model. Also, class-balanced loss functions such as focal loss or class-

weighted Dice loss could be used to increase sensitivity and accuracy to distal and mesial structures and 

permit stable and dependable segmentation using all the anatomical structures of NILT dental imaging. 

The second step in the future would be to implement the methods of mitigating these class imbalances 

in the training pipeline to achieve refinement of detection and classification of distal and mesial classes, 

and overall system performance to clinical and research applications of automated caries detection and 

dental structure analysis. 

To make a comparison of our results with the literature published earlier, it is necessary to state that the 

various studies could vary in the model structures, number of data sets, and/or evaluation processes. 

Using the example of Casalegno et al. [21], they trained their segmentation model on 217 DIAGNOcam 

images and achieved a mean Intersection over Union (mIoU) of 72.7, our model achieved a mean IoU 
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of 76, which is superior. However, their dataset and model cannot be benchmarked as such as they are 

not available. Additionally, the method of object detection was employed in both papers written by 

Holtkamp et al. [22] and Schwendicke et al.  with a score of 78 and 74 respectively. Due to the 

differences between object detection and semantic or instance segmentation in the intent of the task and 

evaluations, the direct comparisons are to be regarded with a grain of salt. 

CONCLUSIONS 

In this paper, a deep learning-based model, YOLOv11, has been used to segment and detect proximal 

caries lesions on Near-Infrared Light Transillumination (NILT) images. The overall result of the model 

was high Dice coefficient (87%), and the well-represented classes (Enamel 80% and Dentin 89%). These 

areas were highly sensitive and specific, meaning that the model is effective in the detection of these 

structures and a few false positives. Conversely, Mesial (65%) and Distal (53%) caries lesions that were 

underrepresented in the dataset had lower performance and lower Dice scores leading to the 

misclassification of Distal caries lesions as Background. Small dataset size and lack of diversity also 

restricted the performance of the model as it could not generalize to different caries lesions and 

population. These lessons point at the difficulties of using deep learning models on clinical data with 

class imbalances and small samples. The research that should be undertaken in the future is to enhance 

the performance of the model to Mesial and Distal caries by increase in the dataset with more diversified 

samples. Augmentation of data based on smaller lesions and the use of class-balanced loss functions 

may help to enhance the segmentation of underrepresented classes. Also, other deep-learning 

architectures should be tested, which may also help in increasing the detection accuracy. The clinical 

implication of the study is also meaningful, as the non-invasive nature of the tool is automated, and it is 

used to detect proximal caries in an early stage, which could hardly be detected by conventional methods. 

The method has the potential to minimize the invasive nature of the treatments, particularly among the 

radiation sensitive population, including children and the elderly. Embarking on AI-based solutions in 

the field of dentistry may result in achieving more accurate diagnosis, enhanced patient outcomes, and 

simplified clinical procedures. 
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